Topic Modeling for Classification of Russian Tweets
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Introduction

Our project will focus on Russian propaganda tweets from the 2016 American presidential election. We find this particularly interesting because it is a relatively recent phenomenon (and one likely to reoccur in upcoming elections) that poses a threat to our democratic process. We plan to build a topic model, and use the topics found as features in a classifier for Russian vs. American tweets centered around the election in question.

We will have a topic model that is built on a combination of the Russian and the non-Russian tweets. We plan to then use these topics as features in a classifier, to determine if the inclusion of topics significantly improves the classifier. If the classifier is improved by the inclusion of topic as a feature, we can assume that the topics of Russian propaganda tweets are significant, and draw corresponding conclusions about the nature of the Russian propaganda machine, given the topics that prove to be significant.

Background

Badawy et. all (2016) were investigating the dissemination of the information on twitter that the Russian Troll accounts spread as well as its effects. They were focused on the question of who was engaging with the Russian trolls on twitter and what was the role of the political ideology. This included looking at how often liberal and conservatives accounts retweeted the Russian Troll tweets, the total number of tweets by these users, and the number bots on each side. The data used for this included 43 million elections-related posts retrieved from twitter between the dates September 16 and October 21, 2016, which included 5.7 million distinct users. One of the first things they did with the data was classify it into liberals and conservatives. The classifier was built on labeled propagation to classify the tweets into liberal or conservative with over 90% precision and recall. The results showed that significantly more of the trolls were producing conservative content and over 25 times as many conservatives retweeted content from the trolls. One critique is that one thing that may need to be accounted for was if there were many more conservative Russian troll accounts than that could lead to why so many more conservatives were engaging in activity with the trolls. However, the classifier of liberal vs. conservative sentiment is very cool.

Russian propaganda has historically been categorized according to the persuasive editing techniques associated with valorizing films such as  "Battleship Potemkin," however, the emergence of new communication media have spurred a contemporary brand of Russian propaganda, characterized by Paul et al.’s four distinctive features: (1) a high-volume and multi channel approach, (2) rapid, continuous, and repetitive messaging, (3) a lack of commitment to objective reality, and (4) a lack of commitment to consistency. (2016) Paul et al. argues for the effectiveness of the contemporary Russian propaganda model using literature on influence and persuasion, as well as experiment-based psychological research. Results indicated the effectiveness of such a propaganda model, and pulled upon several phenomena, including the   "Multiple Sources Effect " (Harkins et al. 1981; Harkins et al. 1987) in which the presence of multiple sources espousing the same information increase the perceived truthfulness of said news story and the "Sleeper Effect " (Pornpitakpan 2004; Henkel et al. 2011) in which "low-credibility sources manifest greater persuasive impact with the passage of time, " as a result of their being dissociated from the original source.

(Paul et al. 2016) Paul et al. corroborate the effectiveness of Russian propaganda and suggest, given the nature of persuasion employed, that Russian propaganda be countered by ether (a) cutting of access to it or (b) producing messaging that undermines the ultimate goal of the propaganda (which is often unknown). Their results, while informative regarding the likely defining features of Russian propaganda (as well as informative regarding the means by which those features persuade), do not provide quantitative evidence to prove these characteristics as most important in the Russian propaganda machine.
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Data

NBC released a corpora of Russian twitter data containing over 200,000 deleted tweets. This corpora contains both tweets that were generated by the Russian trolls and those from original users that were retweeted by the trolls. All the tweets are in the same domain because they were all tweeted or retweeted by the Russian Troll accounts. We have seperated the tweets into two groups, Russian troll generated and Non-Russian troll generated to see if we can build a classifier that identifies if the tweets were generated by the Russian troll accounts.

The preprocessing performed removed a number of tweets and text anomalies in order to ensure that no data was double counted, and that non-word characters as part of hashtags and usernames were removed. These transformations are detailed below.

After performing pre-processing, we found that there were a number of duplicate tweets. After removing those, we found that there were 121,202 retweets of non-Russian trolls (which we will be using as our “real” tweets) and 52,734 original tweets from the Russian accounts, accounting for 69.7% and 30.3% of tweets respectively of the 173, 936.

|  |
| --- |
| **Preprocessing Steps** |
| Remove duplicates. |
| Remove any tweets that are retweets from other russian trolls. |
| Remove “RT @<username>:” from tweets |
| Remove “@” only from usernames |
| Remove “#” only from hashtags |

Note that we also performed the experiment with both stemmed and unstemmed data.
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